
Введение

В условиях роста объемов и сложности данных 
задача своевременного обнаружения аномалий ста-
новится особенно важной. Аномалии — это наблю-
дения, отклоняющиеся от  нормального поведения 
системы, возникающие из-за сбоев, ошибок или мо-
шеннических действий. Их игнорирование может 
исказить анализ и привести к неверным решениям.

Обнаружение аномалий актуально в самых раз-
ных сферах — от финансов и кибербезопасности 
до медицины и промышленности. Особый интерес 

представляют методы без учителя, не требующие 
разметки и  способные выявлять новые типы от-
клонений.

Цель исследования  — сравнить два современ-
ных алгоритма: Isolation Forest и Autoencoder. Рас-
сматриваются их принципы, применение к задаче 
выявления мошеннических транзакций и  оценка 
эффективности по метрикам precision, recall, F1-
score и ROC-AUC, а также с использованием ма-
трицы ошибок.
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Аннотация. Цель: сравнительный анализ двух методов обнаружения аномалий в  больших массивах 
данных  — ансамблевого алгоритма Isolation Forest и  нейросетевого Autoencoder. Методы: проведе-
но моделирование и экспериментальное сравнение алгоритмов на реальном датасете транзакций по 
кредитным картам. Использованы стандартные метрики эффективности (precision, recall, F1-score, 
ROC-AUC), а также матрица ошибок для анализа структуры ложных срабатываний и пропусков ано-
малий. Результаты: обе модели достигли высоких значений ROC-AUC, что подтверждает их способ-
ность надежно различать нормальные и  аномальные транзакции. Практическая значимость: раз-
работанные подходы применимы для автоматизированного мониторинга транзакционных потоков, 
предотвращения мошенничества и анализа больших данных. Наиболее эффективно комбинированное 
использование Isolation Forest и Autoencoder в гибридных системах, что позволяет повысить точность 
и снизить количество ложных тревог при обнаружении аномалий.
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1.2.1 — искусственный интеллект и машинное обучение (технические науки)
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Теоретические основы

Алгоритмы машинного обучения без учителя 
для обнаружения аномалий

Для обнаружения аномалий при обучении без 
учителя применяются методы, не требующие раз-
метки данных. Их делят на несколько групп [1]:

•	 кластеризационные методы предполагают, что 
нормальные объекты образуют плотные группы, а ано-
малии  — разрозненные точки. Пример  — k-means,  
где выбросы не вписываются в структуру кластеров;

•	 ансамблевые методы, такие как Isolation 
Forest, изолируют редкие объекты с помощью слу-
чайных деревьев;

•	 нейросетевые методы, например Autoencoder 
и вариационные автокодировщики, восстанавлива-
ют исходные данные и считают аномалиями объ-
екты с высокой ошибкой реконструкции.

Выбор алгоритма зависит от структуры данных 
и  требований: одни методы проще и  понятнее, 
другие — гибче и лучше выявляют сложные зави-
симости [2].

Алгоритм Isolation Forest
Isolation Forest (iForest) — алгоритм обнаруже-

ния аномалий, предложенный Фэй Тони Лю (Fei 
Tony Liu) и  др. в  2008 году. Его идея в  том, что 
аномалии проще изолировать, так как они редки 
и  отличаются от  большинства данных. Алгоритм 
строит ансамбль случайных бинарных деревьев 
(Isolation Trees), где данные рекурсивно делятся по 
случайным признакам и порогам. Чем короче путь 
до изоляции объекта, тем выше вероятность, что 
он аномален. Средняя длина пути по всем дере-
вьям определяет аномальный рейтинг [3].

Алгоритм реализован на Python [4–8]. Визуали-
зация результатов (график, матрица ошибок) реа-
лизована на Matplotlib и Seaborn [9–11].

Преимущества:
•	 линейная вычислительная сложность O(n) 

и  низкие требования к  памяти  — подходит для 
больших данных и потоковой обработки;

•	 не требует предположений о распределении 
данных, хорошо работает с  высокоразмерными 
и сложными выборками;

•	 устойчив к  шуму, прост в  интерпретации 
(через длину пути) и имеет минимум настраивае-
мых параметров.

Ограничения:
•	 возможное переобучение при малом объеме 

или несбалансированности данных;
•	 менее эффективен для глобальных аномалий 

и  многомерных зависимостей, так как разбиения 
выполняются по отдельным признакам;

•	 не учитывает временные зависимости;
•	 при высоком уровне шума возможны лож-

ные срабатывания, поэтому важна предваритель-
ная очистка данных и настройка порога аномаль-
ности.

Несмотря на ограничения, Isolation Forest оста-
ется быстрым, масштабируемым и широко приме-
няемым методом для задач вроде выявления мо-
шенничества и мониторинга оборудования.

Алгоритм Autoencoder
Autoencoder  — нейросеть без учителя, обуча-

ющаяся восстанавливать исходные данные. Она 
состоит из  кодировщика, сжимающего вход до 
компактного представления, и  декодировщика, 
восстанавливающего исходный сигнал. Модель 
обучается минимизировать ошибку реконструк-
ции — разницу между входом и выходом [12].

В задачах обнаружения аномалий Autoencod-
er обучается на нормальных данных. Если подать 
на  вход нетипичный объект, ошибка реконструк-
ции возрастает. Значения ошибки выше заданного 
порога считаются индикатором аномалии [13].

Как и  Isolation Forest, алгоритм реализован 
на Python. Визуализация результатов (график, ма-
трица ошибок) реализована на  Matplotlib и  Sea-
born.

Преимущества:
•	 не требует размеченных данных;
•	 адаптируется к разным типам (изображения, 

временные ряды, табличные данные);
•	 выполняет нелинейное понижение размер-

ности, выявляя скрытые зависимости, недоступ-
ные линейным методам;

•	 полученные коды можно использовать для 
визуализации или других алгоритмов.
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Ограничения:
•	 требует большого объема данных и  вычис-

лительных ресурсов;
•	 при избыточной мощности может восстанав-

ливать и аномалии («перестаравшийся декодер»);
•	 чувствителен к выбору порога ошибки;
•	 труден для интерпретации.
Несмотря на ограничения, Autoencoder — мощ-

ный инструмент для поиска сложных нелинейных 
аномалий в данных.

Методика исследования
Описание датасета  
Credit Card Fraud Detection

В исследовании используется открытый набор 
Credit Card Fraud Detection [14, 15]: 284 807 тран-
закций европейских держателей за два дня сентя-
бря 2013 года: 492 (~ 0,17 %) — мошеннические 
(Class = 1), остальные — нормальные (Class = 0). 
Каждая транзакция описана 30 признаками: 28 
анонимизированных компонент PCA (V1–V28) 
и два «сырых» — Time (секунды от начала перио-
да) и Amount (сумма в евро) [16]. Набор резко не-
сбалансирован, что усложняет обучение и оценку, 
поэтому все процедуры и метрики учитывают ред-
кость целевого класса [17].

Подготовка данных: очистка, 
масштабирование, разметка

Перед обучением проведена предобработка 
данных. Пропуски не выявлены, а 1081 дубликат 
был удален.

Для признака Amount выполнена стандартиза-
ция (вычитание среднего и  деление на  стандарт-
ное отклонение), чтобы устранить различие мас-
штабов и улучшить сходимость моделей [16].

Целевой признак Class не использовался при 
обучении, так как методы работают без учителя, 
но  применялся для оценки качества на  тестовой 
выборке.

Данные были разделены на  обучающую и  те-
стовую части с  сохранением доли классов: об-
учение проводилось без меток, а  проверка  — по 
фактическим значениям Class, что соответствует 
реальному сценарию применения моделей.

Метрики оценки качества моделей
Для оценки эффективности моделей использо-

вались стандартные метрики бинарной классифи-
кации. Основой анализа служит матрица ошибок 
(confusion matrix), показывающая количество:

•	 верно обнаруженных аномалий (TP);
•	 ложных тревог (FP);
•	 корректно распознанных нормальных тран-

закций (TN);
•	 пропущенных аномалий (FN).
На основе этих показателей рассчитываются 

метрики качества модели [18]:
1.	 Precision (точность)  — доля корректно вы-

явленных мошеннических транзакций среди всех, 
отмеченных моделью как аномальные:

	   .Precision
TP

TP FP
=

+

2.	 Recall (полнота) — доля выявленных моде-
лью мошеннических транзакций среди всех реаль-
но имеющих место мошеннических операций:

	   .Recall
TP

TP FN
=

+

Эта метрика отражает чувствительность ал-
горитма к  аномалиям, показывая, какую часть 
от  общего числа мошенничеств удалось обна-
ружить. Формально полнота равна доле верно 
найденных аномалий от общего числа аномалий. 
В  контексте рассматриваемой задачи Recall от-
вечает на вопрос: насколько хорошо модель по-
крывает все случаи мошенничества, не пропу-
ская их.

3.	 F1-мера (F1-score) — гармоническое среднее 
между точностью и  полнотой. Эта интегральная 
метрика позволяет сбалансированно оценить алго-
ритм по совокупности точности и полноты:

	 1 2    .Precision Recall
F

Precision Recall

×= ×
+

F1-score особенно важна при сильной несбалан-
сированности классов, как в исследуемом случае: 
она показывает баланс между точностью и полно-
той, когда высокая точность может сопровождать-
ся пропуском аномалий [18].
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4.	 ROC-AUC, близкое к  1, свидетельствует 
о  высокой способности модели различать нор-
мальные и аномальные объекты. При сильной не-
сбалансированности также анализируется кривая 
Precision-Recall и AUC-PR, однако основным по-
казателем остается ROC-AUC.

В задачах обнаружения аномалий важно учиты-
вать стоимость ошибок: в банковской сфере про-
пущенное мошенничество критичнее, чем ложная 
тревога. Поэтому, помимо интегральных метрик, 
анализируется и  структура ошибок по матрице 
ошибок.

Этапы построения моделей
Практическая часть исследования включала ре-

ализацию и сравнение двух моделей обнаружения 
аномалий — Isolation Forest и Autoencoder. Работа 
проводилась в несколько этапов:

1–2. Загрузка и разделение данных
Исходный датасет транзакций был случайным 

образом разделен на обучающую и  тестовую вы-
борки в пропорции 70/30 с сохранением исходной 
доли мошеннических операций (~ 0,17 %), чтобы 
обеспечить репрезентативность данных и исклю-
чить смещение результатов. Признак Time не ис-
пользовался при разделении, так как транзакции 
упорядочены по времени [16].

На этапе предобработки были удалены дублика-
ты, проверено отсутствие пропусков и  выполнена 
стандартизация признаков. Целевая метка Class не 
применялась при обучении, так как модели обуча-
лись без учителя, но сохранялась для последующей 
оценки качества по показателям TP, FP, FN и TN.

3. Обучение модели Isolation Forest
Алгоритм Isolation Forest реализован с  помо-

щью библиотеки sklearn.ensemble. Модель об-
учалась на  данных без меток мошенничества. 
Основные параметры  — n_estimators (число де-
ревьев — 100–200) и max_samples (размер подвы-
борки, равный обучающей выборке) [19].

После обучения каждая транзакция получи-
ла оценку аномальности, основанную на средней 
длине пути изоляции: чем короче путь, тем выше 

вероятность аномалии. Порог определялся пара-
метром contamination  =  0,0017 (0,17  % данных), 
что соответствует доле выбросов [8].

Модель пометила около 0,17 % транзакций как 
аномальные. Эти результаты сравнивались с  ре-
альными метками для построения confusion matrix 
и расчета метрик Precision, Recall, F1 и ROC-AUC.

4. Обучение модели Autoencoder
Разработка и обучение модели проведены с ис-

пользованием фреймворка глубокого обучения 
TensorFlow/Keras [8]. Архитектура  — полносвяз-
ная (MLP): входной слой на  30 признаков → не-
сколько скрытых слоев с  убывающим числом 
нейронов → узкое «горлышко» (d ≈ 8) → симме-
тричный декодер до 30-мерного выхода. Обучение 
велось на  стандартизированных данных; функ-
ция потерь — MSE, оптимизатор — Adam [8, 13]. 
Метка Class в обучении не использовалась; явные 
аномалии не исключались из-за их крайне малой 
доли (< 0,2 %). После обучения для каждого объек-
та вычислялась ошибка реконструкции; порог для 
решения «аномалия/норма» подбирался по вали-
дации (ориентир — верхние ~ 0,17 % ошибок либо 
максимум F1). Превышение порога трактовалось 
как аномалия. На тестовой выборке по предсказа-
ниям была построена матрица ошибок и рассчита-
ны Precision, Recall, F1 и ROC-AUC.

5. Сравнение и интерпретация результатов
На заключительном этапе обе модели были 

протестированы на  отложенной выборке. Их эф-
фективность оценивалась по метрикам Precision, 
Recall, F1 и  ROC-AUC. Дополнительно анализи-
ровалась матрица ошибок для разграничения лож-
ных тревог и пропущенных случаев. Также сопо-
ставлялось пересечение выявленных транзакций, 
что позволило оценить комплементарность под-
ходов и вклад каждой модели в общую детекцию.

На базе проведенного эксперимента формули-
руются выводы о  применимости каждого метода 
к  задаче обнаружения аномалий в  транзакцион-
ных данных и рекомендации по их использованию 
(возможно, совместно) для повышения эффектив-
ности системы обнаружения мошенничества.
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Результаты экспериментов

Результаты Isolation Forest
Алгоритм Isolation Forest был применен для 

выявления выбросов без использования размет-
ки (обучение на всех данных как на нормальных). 
Распределение оценок аномальности (рис. 1) пока-
зывает, что основная часть наблюдений характери-
зуется низкими значениями, тогда как небольшой 
фрагмент выборки имеет заметно более высокие 
оценки и  выделяется как потенциальные анома-
лии. Пороговое значение для разделения «норма/

аномалия» определялось по статистике распреде-
ления (например, 99-й перцентиль) либо по ре-
зультатам валидации.

Результаты показали, что Isolation Forest изоли-
рует аномальные транзакции быстрее и эффектив-
нее. Алгоритм выявил до 85–90 % мошеннических 
операций, при точности ~ 0,81–0,85, F1 ~ 0,84–0,85 
и ROC-AUC = 0,95, что подтверждает высокое ка-
чество разделения нормальных и аномальных дан-
ных. Итоговое распределение ошибок классифика-
ции представлено на рис. 2, где показана матрица 
ошибок алгоритма Isolation Forest.

Рис. 1. Результаты алгоритма Isolation Forest (PCA-визуализация)

Рис. 2. Матрица ошибок алгоритма Isolation Forest
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Результаты Autoencoder
Autoencoder обучался на данных, отражающих 

нормальное поведение системы, формируя ком-
пактное представление закономерностей [13]. Для 
обычных транзакций ошибка реконструкции была 
низкой, а для аномальных — заметно выше. Порог 
классификации определялся по статистике ошибок 
(например, 95-й перцентиль), что позволяло отде-
лить редкие нетипичные наблюдения от основной 
массы нормальных.

Итоговые результаты и  матрица ошибок алго-
ритма Autoencoder показаны на рис. 3 и 4.

Autoencoder выявлял аномалии по превышению 
порога ошибки реконструкции. Модель показала 
более высокую точность (~ 0,88–0,90) и  меньше 
ложных тревог по сравнению с  Isolation Forest. 
Полнота составила ~ 0,81–0,85, F1 — ~ 0,84–0,87, 
ROC-AUC — ~ 0,94–0,96, что подтверждает высо-
кую эффективность модели.

Рис. 3. Результаты алгоритма Autoencoder (PCA-визуализация)

Рис. 4. Матрица ошибок алгоритма Autoencoder
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Сравнительный анализ моделей
Для наглядности сравнения качества работы 

моделей табл. 1 суммирует полученные метрики 
для Isolation Forest и Autoencoder.

Основные показатели на  контрольном наборе 
данных можно обобщить следующим образом:

1.	 Точность (Precision): Autoencoder (~ 0,88) 
превосходит Isolation Forest (~ 0,81) по точности 
обнаружения аномалий, что указывает на  мень-
шую долю ложных срабатываний.

2.	 Полнота (Recall): Isolation Forest (~ 0,87) 
превышает Autoencoder (~ 0,81) по полноте выяв-
ления, то  есть охватывает большее число истин-
ных аномалий.

3.	 F1-мера: Autoencoder показал слегка более 
высокое значение F1 (~ 0,84–0,87) по сравнению 
с  Isolation Forest (~ 0,84–0,85), отражая лучшую 
гармоническую комбинацию Precision и Recall.

4.	 ROC-AUC: Метрика ROC-AUC оказалась 
высокой для обеих моделей (> 0,9), что свидетель-
ствует о сопоставимой эффективности в ранжиро-
вании нормальных и аномальных объектов.

Стоит отметить вычислительные аспекты. 
Isolation Forest проще и быстрее обучается и хоро-
шо масштабируется, что делает его удобным для 
анализа больших данных при ограниченных ресур-
сах. Autoencoder требует больше вычислительных 
мощностей и  настройки архитектуры, но  лучше 
выявляет сложные и тонкие аномалии в данных.

Заключение
В исследовании сравнивались два метода об-

наружения аномалий в  транзакциях  — Isolation 
Forest и Autoencoder. Обе модели показали высо-
кую эффективность, надежно различая нормаль-
ные и аномальные операции.

Isolation Forest выявляет большинство анома-
лий, но  дает больше ложных срабатываний (вы-
сокая полнота выявления при умеренной точно-
сти). Autoencoder снижает число ложных тревог, 
но  пропускает часть редких событий (высокая 
точность при сопоставимой F1-мере). Выбор ме-
тода зависит от приоритетов: при важности полно-
ты — Isolation Forest, при акценте на точность — 
Autoencoder.

Оба алгоритма подходят для анализа больших 
данных и обнаружения нетипичных событий. Пер-
спективным является их комбинированное исполь-
зование: Isolation Forest — для первичного выявле-
ния, Autoencoder — для уточняющей фильтрации. 
Такой подход повышает общую эффективность 
систем обнаружения аномалий.
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Abstract. Purpose: the study aims to compare two anomaly detection methods applied to large-scale datasets, 
the ensemble-based Isolation Forest and the neural network-based Autoencoder. Methods: the investigation 
entailed modelling and empirical assessment of the algorithms utilizing a genuine credit card transaction 
dataset. Standard performance metrics such as precision, recall, F1-score, ROC-AUC were used accompanied by 
a confusion matrix to explore the occurrences of false positives and overlooked anomalies. Results: the findings 
revealed that both models achieved elevated ROC-AUC scores, confirming their robustness in differentiating 
between typical and anomalous transactions. Practical significance: the proposed methods can be suitable for 
the automated supervision of transactional flows, the prevention of fraud, and the analysis of large datasets. 
The integration of Isolation Forest and Autoencoder in hybrid systems has demonstrated superior effectiveness, 
enhancing detection accuracy while minimizing the occurrence of false positives in anomaly detection.
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